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INSTRUCTION To CANDIDA,IIETi :
1) Section- A is Compulsoryt,
2) Attempt anyfour questiinslrcm Section_ B.
3) Attempt any two questions.frow ,sediort_ C.

SECTION-A

(10x2=20)
I

(a) Define source entropy in case of discrete and continuous chrrnnels.
(b) What are cyclic cocles? What are its various kinds?
(c) What is mufual infomration of a channel?
(d) Whar is hamming disrance?

(e) Compare LZ and,LZW coding.
(f) Explain Viterbi Decoding Algorithm.
(g) State and prove Shannon Hartley iaw.
(h) State the need and meaning of error controi coding.
(i) Explain bandwidth-SA.,l trade-off.
(,) Briefly highlight ARe schemes.

SECTTON.B

(4x5:20)
2' Prove that the average information is maximum when the messages are equally likely.
3' (a) Prove that it is not possible to find 32binarywords, each of lengttr g bits, such that each

word differs fiom every other word in at least 3 places.
(b) For a (7, 4) cyclic code, the generating polynomial g(x) : l*xrx3 Find the code word if
data is

( i )  0011

( i i )  oto0

(iii) show that how cycric code is decoded to get word for previous c:rse.
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what is Nyquist criterion? Fiove its sampling theorem rnathematir rrlly. what is the need o:..
antialiasing filter? Hou, doe.s it affect the distortion?

Maximum likelihood algl,iitiirn is used tbr decoding. Show its con, ergence antl
irrplementation in cornpariso. to conventional tecluriques by taking one exampre.

Discuss in detail convorution aecoding procedure using Tre'is diagr.am.

SECTION.C

7. Write shoft nores on:

(a) RS codes

(b) Golay codes

(c) Shortened cyclic codes

(d) Burst error correcting codes.

(2x10=2{t)

8' A (5' 3) linear block code c over GF (2) is defined by the fbllowing 'arity check matrix,
l t  0  { l  0  I  r ,

re={t r  o ,  { , ; i
1 t l  t ]  t  I  t  g l

(a) Find the generator matrix of C.

(b) The ptarity check mattjx H does not allow the presence of the co(r. words of weight < 3(apart frorn the all zero codew_ord). Explain why?

(c) suppose that the code is used for error detection only over a binar v symnretric channel
with error rate p: 10-3. Fincr the probab'ity of undetected error.

We have ten messages of probabil i t ies p (m,) :0.49,p (m,) :0.I4,1, (rn3) : 0.14,p (mq):
0 .07 ,  P  (ms) :0 .07 ,  P  (mo) :0 .04 ,  p  (mz) :  0 .02 ,p (ms) :  0 .02 ,p ( rn , t  :  0 .005 ,  p  (ms):0'005' Find the Shannon Fano cocle f<rr the set of messages. Find cotring efficiency andredundancy.

4.

5 ,

6 .

9.
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