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INSTRUCTIONS TO CANDIDATES :

1. SECTION-A is COMPULSORY consisting of TEN questions carrying rks
each.

2. SECTION-B contains FIVE questions carrying FiVE marks each tudents

have to attempt any FOUR questions.
3. SECTION-C contains THREE questions carrying TEN marks e@nd students

have to attempt any TWO questions. o
SECTION A @6
1. Write briefly : K

.~ a) Define Entropy. +;

b) What is coding efficiency?
¢) Give differences between Dis t@Continuous communication channel,
d) Prove that : H(XY)=H(Y/X)@)

€) Prove that the trang i ion of a continuous system is non-negative.
f) What is Informat@eory?

3 ‘ -
2) How is chanl pacity calculated?

h) Defi 1 block codes.
i) e arithmetic coding algorithm with Huffman coding.

J) Define constraint length of Convolution Code.
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SECTION-B
What is meant by interleaving? Explain.
Show that €ntropy of signa i maximum whep symbols are cqually probable,
Explain briefly syndrome decoding for cyclic code,
State and prove Shanon Hartley Theorem, |

A Gaussian channel has | MHz bandwidth Calculate the channel capdf; if its signa]
power to (two sided) noise Spectral density rarjo, is 5 x 10 Hz. Alsosfindzthe maximum

information rate.

Show how 2 4bit stage shif register can genera volution code for input train

Design a biock code with minimum distanc Qe and a message block size of 8bits.
Apply Huffman coding procedure for @N & message ensemb|e -
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